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#### Abstract

We investigate the linear complexity and the minimal polynomial over the finite fields of the characteristic sequences of cubic and biquadratic residue classes. Also we find the linear complexity and the minimal polynomial of the balanced cyclotomic sequences of order three.
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## I. Introduction

THE linear complexity $L C$ of a sequence is an important parameter in its evaluation as a key stream cipher for cryptographic applications [1], [6]. A high linear complexity is necessary for a good cryptographic sequence. It may be defined as the length of the shortest linear feedback shift register that is capable of generating the sequence. The feedback function of this shift register can be deduced from the knowledge of just $2 L C$ consecutive digits of the sequence. Thus, it is reasonable to suggest that "good" sequences have $L C>N / 2$ (where $N$ denotes the period of the sequence) [11].

Using classical cyclotomic classes to construct binary and other sequences, which are called cyclotomic sequences, is an important method for sequence design [1]. Cyclotomic sequences have good pseudo-random properties and have been widely used as keystreams in private-key cryptosystems. There are many works devoted to the study of the linear complexity of above-mentioned binary sequences over the finite field of order two. Also, the linear complexity of several cyclotomic sequences of length $p$ was derived over the finite field $\mathbb{F}_{p}$. The linear complexity of Legendre sequences over the finite field of any order was studied in [14]. Investigating the cyclic codes, C.Ding studies the minimal polynomial of the series of cyclotomic sequences when $p \equiv 1(\bmod q)$, where $p$ is the length of a sequence and $q$ is the order of a finite field [2]. Also, several results about the linear complexity of cyclotomic sequences of orders three and four over the finite field $\mathbb{F}_{q}$ where $q \neq 2$ and $q$ is not equal to the period of the sequence were obtained in [4], [5], [9], [13](see, also reference here).

In this paper we investigate the linear complexity of cyclotomic sequences of order three and four without restrictions on the length of the sequences. We obtain known results shown in [9], [13] as well as some new results.
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## II. Preliminaries

First, we briefly repeat the basic definitions and general information.

## A. Definitions

Let $p=d R+1, d=2,3,4, R \in \mathbb{Z}$ be an odd prime and let $\theta$ be a primitive root modulo $p$ [10], and let $\mathbb{Z}_{p}$ be a ring of residue classes modulo $p$. Put, by definition

$$
H_{0}^{(d)}=\left\{\theta^{d i} \bmod p, i=0,1, \ldots, R-1\right\}
$$

where $a \bmod p$ denotes the least nonnegative integer that is congruent to a modulo $p$. Let $H_{k}^{(d)}=\theta^{k} H_{0}^{(d)}, k=$ $0, \ldots, d-1$, where the arithmetic is that of $\mathbb{Z}_{p}$. Then $H_{k}^{(d)}, k=$ $0, \ldots, d-1$ are cyclotomic classes of order $d$ with respect to $p$ [1]. In this case we have the following partition

$$
\mathbb{Z}_{p}=\cup_{k=0}^{d-1} H_{k}^{(d)} \cup\{0\}
$$

Let $\mathbb{F}_{q}$ be a finite field of order $q$, where $q$ is an odd prime and $q \neq p$. The field $\mathbb{F}_{q}$ we identify with the set of integers $\{0,1, \ldots, q-1\}$. Further, we will investigate the linear complexity over $\mathbb{F}_{q}$ of sequences constructed on the cyclotomic classes $H_{k}^{(d)}$.

It is well known that if $\left\{s_{i}\right\}$ is a sequence of period $p$, then the linear complexity $L C_{q}(s)$ over $\mathbb{F}_{q}$ and the minimal polynomial of this sequence are defined by

$$
\begin{align*}
& L C_{q}(s)=p-\operatorname{deg} \operatorname{gcd}\left(x^{p}-1, S(x)\right) \\
& \quad m(x)=\left(x^{p}-1\right) / \operatorname{gcd}\left(x^{p}-1, S(x)\right) \tag{1}
\end{align*}
$$

where $S(x)=s_{0}+s_{1} x+\ldots+s_{p-1} x^{p-1}$ [1]. It is worth pointing out that the minimal polynomials of $m(x)$ defined here may be the reciprocals of the minimal polynomials defined in other references.

Let $\alpha$ be a primitive $p$ th root of unity in the extension of $\mathbb{F}_{q}$. It is known to exist by Galois theory. Then by Blahut's theorem

$$
\begin{equation*}
L C_{q}(s)=p-\left|\left\{v \mid S\left(\alpha^{v}\right), v=0,1, \ldots, p-1\right\}\right| . \tag{2}
\end{equation*}
$$

So, in order to find the linear complexity of $\left\{s_{i}\right\}$ it is sufficient to find the zeros of $S(x)$ in the set $\left\{\alpha^{v}, v=0,1, \ldots, p-1\right\}$.

Introduce the subsidiary polynomials

$$
\varphi_{k}^{(d)}(x)=\prod_{j \in H_{k}^{(d)}}\left(x-\alpha^{j}\right), k=0, \ldots, d-1
$$

Then, we have the factorization of the polynomial

$$
x^{p}-1=(x-1) \varphi_{0}^{(d)}(x) \varphi_{1}^{(d)}(x) \ldots \varphi_{d-1}^{(d)}(x)
$$

and $\varphi_{k}^{(d)}(x) \in \mathbb{F}_{q}[x]$ if $q \in H_{0}^{(d)}$.

## B. A computational method

Introduce the subsidiary polynomial $S_{d}(x)=\sum_{i \in H_{0}^{(d)}} x^{i}$. The following lemma is well-known (see, for example [1] or [12]).

Lemma 1: (i) If $v \in H_{k}^{(d)}, k=0, \ldots, d-1$ then $S_{d}\left(\alpha^{v}\right)=$ $S_{d}\left(\alpha^{\theta^{k}}\right)$;
(ii) $\sum_{i \in H_{k}^{(d)}}\left(\alpha^{i v}\right)=S_{d}\left(\alpha^{v \theta^{k}}\right), k=0, \ldots, d-1$.

Hence, in order to find the values $S\left(\alpha^{v}\right)$ for the cyclotomic sequence it is sufficient to find the $S_{d}\left(\alpha^{\theta^{k}}\right)$.

Since $1+\alpha+\ldots+\alpha^{p-1}=0$ by Lemma 1 it follows that

$$
\begin{equation*}
S_{d}(\alpha)+S_{d}\left(\alpha^{\theta}\right)+\cdots+S_{d}\left(\alpha^{\theta^{d-1}}\right)=-1 \tag{3}
\end{equation*}
$$

It is worth pointing out that sums $\sum_{i \in H_{k}^{(d)}} \alpha^{i}$ is also called the Gauss periods over $\mathbb{F}_{q}$ [2]. Besides, if $A_{k}=\sum_{j=0}^{p-1} h_{j} \alpha^{k j}, k=$ $0,1, \ldots, p-1$ is a (discrete) Fourier transform of the characteristic sequence $\left\{h_{j}\right\}$ of set $H_{0}^{(d)}$ then $A_{k}=S_{d}\left(\alpha^{k}\right)$ [6].

Denote by $(i, j)_{d}, i, j \in \mathbb{Z}$ cyclotomic numbers of order $d$ [8]. Then $(m, n)_{d}=\left|\left(H_{m}^{(d)}+1\right) \cap H_{n}^{(d)}\right|, m, n=0, \ldots, d-1$.

The following statements was discussed in [12] (see, also [2], [5]).

Lemma 2: Let $j, k=0, \ldots, d-1$. Then

$$
S_{d}\left(\alpha^{\theta^{j}}\right) S_{d}\left(\alpha^{\theta^{k}}\right)=\sum_{f=0}^{d-1}(k-j, f)_{d} S_{d}\left(\alpha^{\theta^{f}}\right)+\delta
$$

where

$$
\delta= \begin{cases}(p-1) / d, & \text { if } j=k \\ 0, & \text { otherwise }\end{cases}
$$

If $p \equiv 1(\bmod 3)$ then $4 p$ can be expressed as $4 p=L^{2}+$ $27 M^{2} ; L \equiv 1(\bmod 3)$, here $M$ is two-valued, depending on the choice of the primitive root modulo $p$ [10].

Lemma 3: Let $4 p=L^{2}+27 M^{2} ; L \equiv 1(\bmod 3)$. Then $S_{3}(\alpha), S_{3}\left(\alpha^{\theta}\right), S_{3}\left(\alpha^{\theta^{2}}\right)$ are roots of the polynomial

$$
z^{3}+z^{2}-\frac{p-1}{3} z-\frac{3 p+L p-1}{27}
$$

In what follows, we denote the polynomial

$$
z^{3}+z^{2}-(p-1) / 3 z-(3 p+L p-1) / 27
$$

by $P(z)$.
Remark 4: In particular case when $L M \equiv 0(\bmod q)$ the values of $S_{3}(\alpha), S_{3}\left(\alpha^{\theta}\right), S_{3}\left(\alpha^{\theta^{2}}\right)$ were calculated in [9] and for the special case in [3].
If $p \equiv 1(\bmod 4)$ then $p$ can be expressed as $p=x^{2}+$ $4 y^{2} ; x \equiv 1(\bmod 4)$, here $y$ is two-valued, depending on the choice of the primitive root. The following statements follow from [2], [14](the formulae (6.14), (6.19), etc.).

Lemma 5: Let $p \equiv 1(\bmod 4)$. Then:
(i) $S_{2}(\alpha)$ and $S_{2}\left(\alpha^{\theta}\right)$ are roots of $z^{2}+z-(p-1) / 4$;
(ii) When $p \equiv 5(\bmod 8)$ we have $S_{4}\left(\alpha^{\theta^{i}}\right)$ and $S_{4}\left(\alpha^{\theta^{i+2}}\right)$ are the zeros of equation

$$
w^{2}-S_{2}\left(\alpha^{\theta^{i}}\right) w+S_{2}\left(\alpha^{\theta^{i}}\right)(x-1) / 4+(3 p-1+2 x) / 16=0
$$

(iii) When $p \equiv 1(\bmod 8)$ we have $S_{4}\left(\alpha^{\theta^{i}}\right)$ and $S_{4}\left(\alpha^{\theta^{i+2}}\right)$ are the zeros of equation
$w^{2}-S_{2}\left(\alpha^{\theta^{i}}\right) w+S_{2}\left(\alpha^{\theta^{i}}\right)(x-1) / 4-(p+1-2 x) / 16=0 ;$

Denote by $\left(\frac{p}{q}\right)$ a symbol Legendre. The discriminant of $z^{2}+$ $z-(p-1) / 4$ equals $p$. From this we can establish the following assertion.

Corollary 6: $S_{2}(\alpha) \in \mathbb{F}_{q}$ if and only if $\left(\frac{p}{q}\right)=1$.
Remark 7: In particular cases the values of $S_{4}(\alpha), S_{4}\left(\alpha^{\theta}\right), S_{4}\left(\alpha^{\theta^{2}}\right), S_{4}\left(\alpha^{\theta^{3}}\right) \quad$ were investigated in [2], [9], [13] (see Section V).

## III. The linear complexity of the characteristic SEQUENCE OF CUBIC RESIDUES

First of all, we find the linear complexity of the characteristic sequence of cubic residue class. Let $\left\{s_{i}\right\}$ be a sequence of period $p$ defined as

$$
s_{i}= \begin{cases}1, & \text { if } i \bmod p \in H_{0}^{(3)}  \tag{4}\\ 0, & \text { otherwise }\end{cases}
$$

By definition of sequence we see that

$$
S\left(\alpha^{v}\right)=S_{3}\left(\alpha^{\theta^{k}}\right) \text { for } v \in H_{k}, k=0,1,2
$$

So, by (2) we obtain that
$L C_{q}(s)=p-\left|\left\{k \mid \quad S_{3}\left(\alpha^{\theta^{k}}\right)=0, \quad k=0,1,2\right\}\right|(p-1) / 3-\Delta$,
where

$$
\Delta=\left\{\begin{array}{lll}
1, & \text { if } & S(1)=0  \tag{5}\\
0, & \text { if } & S(1) \neq 0
\end{array}\right.
$$

Suppose that exists $j: j \neq 0$ and $S\left(\alpha^{j}\right)=0$; then without loss of generality, we can choose $\alpha$ such that $S_{3}(\alpha) \neq 0$ and $S_{3}\left(\alpha^{\theta^{2}}\right)=0$.

Here we consider only the case when $q>3$.
Theorem 8: Let $\left\{s_{i}\right\}$ be defined by (4), $4 p=L^{2}+$ $27 M^{2}, \quad L \equiv 1(\bmod 3)$ and $q>3$. Then:

1) $L C_{q}(s)=(p-1) / 3$ and $m(x)=\varphi_{0}^{(3)}(x)$ if $p \equiv 1(\bmod$ $q)$ and $L \equiv-2(\bmod q)$.
2) $L C_{q}(s)=2(p-1) / 3+1$ and $m(x)=$ $(x-1) \varphi_{0}^{(3)}(x) \varphi_{1}^{(3)}(x)$ if $p \not \equiv 1(\bmod q)$ and $L p+$ $3 p \equiv 1(\bmod q)$.
3) $L C_{q}(s)=p-1$ and $m(x)=\left(x^{p}-1\right) /(x-1)$ if $p \equiv$ $1(\bmod q)$ and $L \not \equiv-2(\bmod q)$.
4) $L C_{q}(s)=p$ and $m(x)=x^{p}-1$ if $p \not \equiv 1(\bmod q)$ and $L p+3 p \not \equiv 1(\bmod q)$.
Proof: For the proof we use (1) and (5). First of all note that $S(1)=(p-1) / 3$. Hence

$$
\Delta= \begin{cases}1, & \text { if } p \equiv 1(\bmod q) \\ 0, & \text { if } p \not \equiv 1(\bmod q)\end{cases}
$$

By Lemma $3 S_{3}(\alpha), S_{3}\left(\alpha^{\theta}\right), S_{3}\left(\alpha^{\theta^{2}}\right)$ are roots of $P(z)$.
We consider the first case. Assume that zero is a root of multiplicity 2 of the polynomial $P(z)$, then

$$
(3 p+L p-1) / 27=0 \text { and }(p-1) / 3=0
$$

So, $p \equiv 1(\bmod q)$ and $L \equiv-2(\bmod q)$.
Let $p \equiv 1(\bmod q)$ and $L \equiv-2(\bmod q)$; then $S_{3}(\alpha)$, $S_{3}\left(\alpha^{\theta}\right), S_{3}\left(\alpha^{\theta^{2}}\right)$ are roots of the equation $z^{3}+z^{2}=0$. Hence, two of three elements $S_{3}(\alpha), S_{3}\left(\alpha^{\theta}\right), S_{3}\left(\alpha^{\theta^{2}}\right)$ are
equal to 0 and the third element equals -1 . So, by (5) we obtain $L C_{q}(s)=(p-1) / 3$.

Further, by the assumption $S_{3}(\alpha) \neq 0$, hence $\operatorname{gcd}\left(x^{p}-1, S(x)\right)=(x-1) \varphi_{1}(x) \varphi_{2}(x)$. Then the result follows immediately from (1).

Other statements of this theorem may be proved similarly.
In the particular case for $M \equiv 0(\bmod q)$, the first statement of Theorem 8 was proved by another method in [9].

Remark 9: It is a familiar fact that $S^{q}(\alpha)=S\left(\alpha^{q}\right)$ in $\mathbb{F}_{q}$. From this we can establish that if there exists $j: j \neq 0$ and $S\left(a^{j}\right)=0$ then $q \in H_{0}$. So, by Theorem 8 we obtain that if $L p+3 p \equiv 1(\bmod q)$ then $q \in H_{0}^{(3)}$.

Example 10: Let $p=127$ and $q=5$. Since $4 \cdot 127=20^{2}+$ $27 \cdot 2^{2}$, it follows that $L=-20, M= \pm 2$ and $L p+3 p \equiv 1$ $(\bmod 5)$. Hence, in this case the linear complexity over $\mathbb{F}_{5}$ of $\left\{s_{i}\right\}$ is equal to $L C_{5}(s)=85$. Here $M \not \equiv 0(\bmod 5)$.

The results of direct computing of the linear complexity by Berlekamp-Massey algorithm for $p=127,457, q=5 ; p=$ $607, q=7 ; p=1789,1933, q=11$ and $p=919,1021, q=$ 13 confirm the results of Remark 9.

## IV. Balanced cubic sequences

Let $\left\{s_{i}\right\}$ be a balanced cubic sequence defined by

$$
s_{i}= \begin{cases}0, & \text { if } i \bmod p \in\{0\} \cup H_{0}^{(3)}  \tag{6}\\ 1, & \text { if } i \bmod p \in H_{1}^{(3)} \\ 2, & \text { if } i \bmod p \in H_{2}^{(3)}\end{cases}
$$

For $q=3$ such sequences were investigated in [7]. In what follows let $q>3$.

From our definition it follows that

$$
\begin{equation*}
S\left(\alpha^{v}\right)=S_{3}\left(\alpha^{\theta^{k+1}}\right)+2 S_{3}\left(\alpha^{\theta^{k+2}}\right) \tag{7}
\end{equation*}
$$

for $v \in H_{k}, k=0,1,2$.
The values of cyclotomic numbers of order three depend on $p, L, M$. By [8] we have that $(m, n)_{3}=(n, m)_{3}$ and
$(0,0)_{3}=(p-8+L) / 9$,

$$
\begin{align*}
& (0,1)_{3}=(2,2)_{3}=(2 p-4-L+9 M) / 18 \\
& (0,2)_{3}=(1,1)_{3}=(2 p-4-L-9 M) / 18 \\
& \quad(1,2)_{3}=(p+1+L) / 9 \tag{8}
\end{align*}
$$

Suppose $S\left(\alpha^{j}\right)=0$ and $j \neq 0$; then without loss of generality, we can choose $\alpha$ such that $S(\alpha)=0$. Before we give the main result of this section, we establish the following lemmas.

Lemma 11: Let $\left\{s_{i}\right\}$ be defined by (6), $4 p=L^{2}+$ $27 M^{2}, L \equiv 1(\bmod 3)$. Then $S(\alpha)=0$ if and only if $M p \equiv p-1(\bmod q)$.

Proof: First, we find the necessary conditions for the existence of the roots of $S(x)$ in the set $\left\{\alpha^{v}, v=1, \ldots, p-1\right\}$. Let $S(\alpha)=0$, i.e.,

$$
S_{3}\left(\alpha^{\theta}\right)+2 S_{3}\left(\alpha^{\theta^{2}}\right)=0
$$

Denote $S_{3}\left(\alpha^{\theta^{2}}\right)$ by $a$; then $S_{3}\left(\alpha^{\theta}\right)=-2 a$ and $a,-2 a$ are zeros of the polynomial $P(z)$. Hence,

$$
\left\{\begin{array}{c}
a^{3}+a^{2}-\frac{p-1}{3} a-\frac{3 p+L p-1}{27}=0 \\
-8 a^{3}+4 a^{2}+2 \frac{p-1}{3} a-\frac{3 p+L p-1}{27}=0
\end{array}\right.
$$

or

$$
\left\{\begin{array}{c}
12 \mathrm{a}^{2}+2(1-p) a-(3 p+L p-1) / 3=0  \tag{9}\\
-a\left(-9 a^{2}+3 a+p-1\right)=0
\end{array}\right.
$$

Besides, by Lemma 2 we have that

$$
(a-1) a=(0,2)_{3}(a-1)+(1,2)_{3}(-2 a)+(0,1)_{3} a
$$

Using the above-mentioned formulas for the cyclotomic numbers (8), we obtain the following equation

$$
\begin{equation*}
a^{2}-a=-\frac{L+2}{3} a-\frac{2 p-4-L-9 M}{18} . \tag{10}
\end{equation*}
$$

Suppose $a=0$; then by the proof of Theorem 8 we have $p \equiv 1(\bmod q), L \equiv-2(\bmod q)$ and $M \equiv 0(\bmod q)$ by $(10)$.

Let $a \neq 0$. From (9) and (10) we obtain that

$$
(18-6 p) a=-p+L p+3
$$

and

$$
6 L a=-4 p+6-L-9 M
$$

We consider two cases.
(i) Let $p \equiv 3(\bmod q)$. Then $L \equiv 0(\bmod q)$ and $3 M \equiv$ $2(\bmod q)$. The assertion of this lemma is true.
(ii) Let $p \not \equiv 3(\bmod q)$. In this case

$$
a=(-p+L p+3) /(18-6 p)
$$

and by (9) we have that $L^{2} p^{2}=4 p^{3}-27 p^{2}+54 p-27$ or $L^{2} p^{2}=(p-3)^{2}(4 p-3)$.

Further, since $6 L a=-4 p+6-L-9 M$ it follows that

$$
(-4 p+6-L-9 M)(3-p)=-p L+L^{2} p+3 L
$$

Hence $M p=p-1$ in $\mathbb{F}_{q}$.
Now, we prove that $M p \equiv p-1(\bmod q)$ is the sufficient condition for the existence of roots of $S(x)$ in the set $\left\{\alpha^{v}, v=\right.$ $1, \ldots, p-1\}$. Since $M p \equiv p-1(\bmod q)$ and $4 p=L^{2}+$ $27 M^{2}$ it follows that $L^{2} p^{2}=(p-3)^{2}(4 p-3)$.

Further, we note that if $L^{2} p^{2}=(p-3)^{2}(4 p-3)=4 p^{3}-$ $27 p^{2}+54 p-27$ then

$$
\left\{S_{3}\left(\alpha^{\theta^{k}}\right), k=0,1,2\right\}=\{-2 a, a-1, a\}
$$

where

$$
a=\left\{\begin{array}{l}
1 / 6(1-L p /(p-3)), \quad \text { if } p \not \equiv 3(\bmod q) \\
2 / 3, \quad \text { if } p \equiv 3(\bmod q) .
\end{array}\right.
$$

A proof of this fact can be easily carried out by computating the values of the polynomial $P(z)$ for $z=a,-2 a, a-1$, which is omitted here.

Without loss of generality, we can choose $S_{3}\left(\alpha^{\theta^{2}}\right)=a$. There exist two cases

$$
S_{3}(\alpha)=a-1, \quad S_{3}\left(\alpha^{\theta}\right)=-2 a
$$

or

$$
S_{3}(\alpha)=-2 a, \quad S_{3}\left(\alpha^{\theta}\right)=a-1
$$

In the first case $S(\alpha)=0$ by (7). Now, we study the second case. By Lemma 2 we obtain

$$
(a-1) a=(0,1)_{3}(a-1)+(0,2)_{3} a+(0,1)_{3}(-2 a)
$$

or

$$
\begin{equation*}
6 L a=-4 p+6-L-9 M \tag{11}
\end{equation*}
$$

If $p \equiv 3(\bmod q)$ then $L \equiv 0(\bmod q)$ and $3 M \equiv 2(\bmod q)$. And we have a contradiction with (11).

Suppose $p \not \equiv 3(\bmod q)$; then $a=1 / 6-L p /(6(p-3))$. Since $L^{2} p^{2} \equiv(p-3)^{2}(4 p-3)(\bmod q)$ it follows from (11) that $M p \equiv 1-p(\bmod q)$. By the condition $M p \equiv p-1(\bmod$ $q)$, hence we see $M \equiv 0(\bmod q)$ and $p \equiv 1(\bmod q)$. From this we can establish by Lemma 3 that $\{-2 a, a-1, a\}=$ $\{0,0,-1\}$ or $\{-2 a, a-1, a\}=\{-2 / 3,-2 / 3,1 / 3\}$. То conclude the proof, it remains to note that by (7) in both cases there exists $k: S\left(\alpha^{\theta^{k}}\right)=0$.

Lemma 12: Let $\left\{s_{i}\right\}$ be defined by (6), $4 p=L^{2}+$ $27 M^{2}, L \equiv 1(\bmod 3)$. The polynomial $S(x)$ has two roots in the set $\left\{\alpha, \alpha^{\theta}, \alpha^{\theta^{2}}\right\}$ if and only if $p \equiv 3(\bmod q)$ and $3 M \equiv 2(\bmod q)$.

Proof: First, we find the necessary conditions for 2 roots of $S(x)$ to exist. Without loss of generality, we can choose $\alpha$ such that $S(\alpha)=S\left(\alpha^{\theta}\right)=0$. Then by (4) we have

$$
\left\{\begin{array}{l}
S_{3}\left(\alpha^{\theta}\right)+2 S_{3}\left(\alpha^{\theta^{2}}\right)=0 \\
S_{3}\left(\alpha^{\theta^{2}}\right)+2 S_{3}(\alpha)=0
\end{array}\right.
$$

So, by (3) $S_{3}(\alpha)=-1 / 3, S_{3}\left(\alpha^{\theta}\right)=4 / 3, S_{3}\left(\alpha^{\theta^{2}}\right)=2 / 3$. Using Lemmas 3 and 11 we obtain that $p \equiv 3(\bmod q)$ and $3 M \equiv 2(\bmod q)$.

Let $p \equiv 3(\bmod q)$ and $3 M \equiv 2(\bmod q)$. Then by Lemma 3 we obtain that $\left\{S_{3}(\alpha), S_{3}\left(\alpha^{\theta}\right), S_{3}\left(\alpha^{\theta^{2}}\right)\right\}=$ $\{-1 / 3,-4 / 3,2 / 3\}$. The conclusion of this lemma then follows from (7).

Suppose that there exists $j: j \neq 0$ and $S\left(\alpha^{j}\right)=0$; then without loss of generality, we can choose $\alpha$ such that $S(\alpha)=$ 0 and $S\left(\alpha^{\theta^{2}}\right) \neq 0$.

Theorem 13: Let $\left\{s_{i}\right\}$ be defined by (6), $4 p=L^{2}+$ $27 M^{2}, \quad L \equiv 1(\bmod 3)$ and $q>3$. Then:

1) $L C_{q}(s)=(p-1) / 3$ and $m(x)=\varphi_{2}(x)$ if $p \equiv 3(\bmod$ q) and $3 M \equiv 2(\bmod q)$.
2) $L C_{q}(s)=2(p-1) / 3$ and $m(x)=\varphi_{1}^{(3)}(x) \varphi_{2}^{(3)}(x)$ if $p \equiv 1(\bmod q)$ and $M \equiv 0(\bmod q)$.
3) $L C_{q}(s)=2(p-1) / 3+1$ and $m(x)=$ $(x-1) \varphi_{1}^{(3)}(x) \varphi_{2}^{(3)}(x)$ if $p M \equiv p-1(\bmod q)$ and $p \not \equiv 1,3(\bmod q)$.
4) $L C_{q}(s)=p-1$ and $m(x)=\left(x^{p}-1\right) /(x-1)$ if $p \equiv$ $1(\bmod q)$ and $M \not \equiv 0(\bmod q)$.
5) $L C_{q}(s)=p$ and $m(x)=x^{p}-1$ if $p \not \equiv 1(\bmod q)$ and $p M \not \equiv p-1(\bmod q)$.
Theorem 13 follows immediately from Lemmas 11, 12.
The results of direct computing of the linear complexity by Berlekamp-Massey algorithm for $3 \leq q \leq 11,5 \leq p \leq 6000$ confirm the results of Theorems 8,13 .

## V. The Linear complexity of the characteristic SEQUENCE OF BIQUADRATIC RESIDUES

First of all, we consider a sequence defined by

$$
s_{i}= \begin{cases}1, & \text { if } i \bmod p \in H_{0}^{(4)}  \tag{12}\\ 0, & \text { if } i \bmod p \notin H_{0}^{(4)}\end{cases}
$$

The linear complexity of $s$ was studied for $y \equiv 0(\bmod q)$ in [9].

The linear complexity and minimal polynomial of sequences defined as

$$
u_{i}= \begin{cases}1, & \text { if } i \bmod p \in H_{1}^{(4)} \cup H_{2}^{(4)} \cup H_{3}^{(4)} \\ 0, & \text { if } i \bmod p \in H_{0}^{(4)} \\ \varrho, & \text { if } i \bmod p=0\end{cases}
$$

where $\varrho \in\{0,1\}$ were investigated for $p \equiv 1(\bmod q)$ in [2], [4] and for $3 p+1 \equiv 0(\bmod q), \varrho=1$ or $p=9+4 y^{2}, \varrho=0$ in [13]. By our definitions $s_{i}=1-u_{i}$ for $i \bmod p$, thus this is sufficient to consider only the case when $p \not \equiv 1(\bmod q)$.

By Lemma 1 and (2) for the linear complexity of sequence constructed on the cyclotomic classes of order four we have the following formula
$L C_{q}=p-\left|\left\{k \mid \quad S_{4}\left(\alpha^{\theta^{k}}\right)=0, k=1,1,2,3\right\}\right|(p-1) / 4-\Delta$,
where $\Delta= \begin{cases}1, & \text { if } S(1)=0, \\ 0, & \text { if } S(1) \neq 0 .\end{cases}$
Lemma 14: Let $\left\{s_{i}\right\}$ be defined by (12). Then there exists $i$ such that $S_{4}\left(\alpha^{\theta^{i}}\right)=0$ iff there exist $a \in \mathbb{Z}$ such that $p \equiv$ $a^{2}(\bmod q)$ and

$$
x \equiv \begin{cases}\left(3 a^{2}+2 a+1\right) / 2 a(\bmod q), & \text { if } p \equiv 5(\bmod 8) \\ \left(a^{2}+2 a-1\right) / 2 a(\bmod q), & \text { if } p \equiv 1(\bmod 8)\end{cases}
$$

Proof: We prove this statement only for $p \equiv 5(\bmod 8)$. Without loss of generality, we can assume that $S_{4}(\alpha)=0$. Then by Lemma 5 we have that $S_{2}(\alpha)(x-1) / 4+(3 p-1+$ $2 x) / 16=0$, i.e., $S_{2}(\alpha) \in \mathbb{F}_{q}$. Hence, if $S_{4}(\alpha)=0$ then there exists $a$ such that $p \equiv a^{2}(\bmod q)$.

By Lemma 5 we obtain that $S_{2}(\alpha)(x-1) / 4$ is a zero of $z^{2}+(x-1) z / 4-(x-1)^{2}(p-1) / 64=0$. The discriminant of this equation equals $(x-1)^{2} p / 16$. Further, since $S_{2}(\alpha)(x-$ 1) $/ 4=-(3 p-1+2 x) / 16$ it follows that $-(3 p-1+2 x) / 2=$ $-(x-1)(1 \pm a)$.

Suppose $3 p-1+2 x=2(x-1)(1+a)$; then we have $2 x a=1+2 a+3 a^{2}$ or $x \equiv\left(3 a^{2}+2 a+1\right) / 2 a(\bmod q)$. Similarly, if $3 p-1+2 x=2(x-1)(1-a)$ then $2 a x=$ $-3 a^{2}+2 a-1$ and changing $a$ by $-a$ we again obtain $x \equiv$ $\left(3 a^{2}+2 a+1\right) / 2 a(\bmod q)$.

Let $x \equiv\left(3 a^{2}+2 a+1\right) / 2 a(\bmod q)$ and $p \equiv a^{2}(\bmod q)$. Then by Lemma 5 we have $S_{2}(\alpha)=(-1-a) / 2$ and $S_{2}(\alpha)=$ $(-1+a) / 2$ or vice versa. Since $\frac{x-1}{4} \frac{-1-a}{2}+\frac{3 p-1+2 x}{16}=0$ for $x \equiv\left(3 a^{2}+2 a+1\right) / 2 a(\bmod q)$ and $p \equiv a^{2}(\bmod$ $q$ ), by Lemma 5 it follows that $S_{4}(\alpha) S_{4}\left(\alpha^{\theta^{2}}\right)=0$ or $S_{4}\left(\alpha^{\theta}\right) S_{4}\left(\alpha^{\theta^{3}}\right)=0$. This completes the proof of Lemma 14 for $p \equiv 5(\bmod 8)$.

The statement of this lemma for $p \equiv 1(\bmod 8)$ may be proved similarly.

If $\left(\frac{p}{q}\right)=-1$ then $L C_{q}(s)=p$ and $m(x)=x^{p}-1$.
Now we consider the case when $\left(\frac{p}{q}\right)=1$. Since $p \not \equiv$ $1(\bmod q)$, it follows that $S(1) \neq 0$.

Suppose that there exists $j: j \neq 0$ and $S\left(a^{j}\right)=0$; then without loss of generality, we can choose $\alpha$ such that $S_{4}(\alpha) \neq$ 0 and $S_{4}\left(\alpha^{\theta^{3}}\right)=0$.

Lemma 15: Let $\left\{s_{i}\right\}$ be defined by (12) and $p \not \equiv 1(\bmod$ $q)$. Then $L C_{q}(s) \geq(p+1) / 2$.

Proof: Suppose $L C_{q}(s)<(p+1) / 2$; then by (13) three numbers from $S_{4}\left(\alpha^{\theta^{i}}\right)=0, i=0,1,2,3$ are equal to zero. So, $S_{2}(\alpha)=0$ or $S_{2}\left(\alpha^{\theta}\right)=0$. Hence, by Lemma 5 we obtain that $p \equiv 1(\bmod q)$, thus we have the contradiction.

Lemma 16: Let $\left\{s_{i}\right\}$ be defined by (12), $p=x^{2}+4 y^{2}, x \equiv$ $1(\bmod 4)$. Then $L C_{q}(s)=(p+1) / 2$ iff $p \equiv 5(\bmod 8)$, $3 p+1 \equiv 0(\bmod q)$ and $x \equiv 1(\bmod q)$.

Proof: Let $L C_{q}(s)=(p+1) / 2$. By (13) and the proof of Lemma 15 in this case $S_{4}(\alpha) S_{4}\left(\alpha^{\theta^{2}}\right)=0$ and $S_{4}\left(\alpha^{\theta}\right) S_{4}\left(\alpha^{\theta^{3}}\right)=0$. We consider two cases.
(i) Suppose $p \equiv 5(\bmod 8)$; then by Lemma $5 S_{2}(\alpha)(x-$ 1) $/ 4+(3 p-1+2 x) / 16=0$ and $S_{2}\left(\alpha^{\theta}\right)(x-1) / 4+(3 p-$ $1+2 x) / 16=0$. Summing we obtain that $3 p+1=0$. Then $S_{2}(\alpha)(x-1) / 4+(x-1) / 8=0$ and $x \equiv 1(\bmod q)$ or $S_{2}(\alpha)=-1 / 2$. By Lemma 5 the latest equality is impossible. The converse assertion follows from [13].
(ii) Suppose $p \equiv 1(\bmod 8)$; then by Lemma $5 S_{2}(\alpha)(x-$ 1) $/ 4-(p+1-2 x) / 16=0$ and $S_{2}\left(\alpha^{\theta}\right)(x-1) / 4+(p+1-$ $2 x) / 16=0$. Summing we obtain that $-(x-1) / 4-(p+1-$ $2 x) / 8=0$, hence $p \equiv 1(\bmod q)$.
Thus, we have established the following statements.
Theorem 17: Let $\left\{s_{i}\right\}$ be defined by $(12), p \equiv 5(\bmod 8)$, $p \not \equiv 1(\bmod q)$, and $p=x^{2}+4 y^{2}, x \equiv 1(\bmod 4)$. Then:
(i) $L C_{q}(s)=(p+1) / 2$ and $m(x)=$ $(x-1) \varphi_{1}^{(4)}(x) \varphi_{3}^{(4)}(x)$ if $3 p+1 \equiv 0(\bmod q)$ and $x \equiv 1(\bmod q)$;
(ii) $L C_{q}(s)=3(p-1) / 4+1$ and $m(x)=(x-$ 1) $\varphi_{1}^{(4)}(x) \varphi_{2}^{(4)}(x) \varphi_{3}^{(4)}(x)$ if there exists $a \in \mathbb{Z}$ such that $p \equiv a^{2}(\bmod q), x \equiv\left(3 a^{2}+2 a+1\right) / 2 a(\bmod q)$, and $3 p \not \equiv-1(\bmod q)$;
(iii) $L C_{q}(s)=p$ and $m(x)=x^{p}-1$ in other cases.

Our examples $q=7, p=37$, and $q=5, p=149 ; q=11, p=$ 157 and $q=7, p=53$ show that all the cases of Theorem 17 are possible.

Theorem 18: Let $\left\{s_{i}\right\}$ be defined by (12), $p \equiv 1(\bmod 8)$, $p \not \equiv 1(\bmod q)$, and $p=x^{2}+4 y^{2}, x \equiv 1(\bmod 4)$. Then:
(i) $L C_{q}(s)=3(p-1) / 4+1$ and $m(x)=$ $(x-1) \varphi_{1}^{(4)}(x) \varphi_{2}^{(4)}(x) \varphi_{3}^{(4)}(x)$ if there exists $a \in \mathbb{Z}$ such that $p \equiv a^{2}(\bmod q), x \equiv\left(a^{2}+2 a-1\right) / 2 a(\bmod q)$;
(ii) $L C_{q}(s)=p$ and $m(x)=x^{p}-1$ in other cases.

Here, for example $q=5, p=149(i), q=7, p=53(i i)$.
Now, we consider a sequence defined by

$$
v_{i}= \begin{cases}1, & \text { if } i \bmod p \in\{0\} \cup H_{0}^{(4)}  \tag{14}\\ 0, & \text { otherwise }\end{cases}
$$

In this case we can obtain the following statements.

Lemma 19: Let $\left\{v_{i}\right\}$ be defined by (14). Then there exist $i$ such that $S_{v}\left(\alpha^{\theta^{i}}\right)=0$ iff there exists $a \in \mathbb{Z}$ such that $p \equiv a^{2}(\bmod q)$ and

$$
x \equiv \begin{cases}\left(3 a^{2}-6 a+9\right) / 2 a(\bmod q), & \text { if } p \equiv 5(\bmod 8) \\ \left(a^{2}-6 a-9\right) / 2 a(\bmod q), & \text { if } p \equiv 1(\bmod 8)\end{cases}
$$

Theorem 20: Let $\left\{v_{i}\right\}$ be defined by (14), $p \equiv 5(\bmod 8)$, and $p=x^{2}+4 y^{2}, x \equiv 1(\bmod 4)$. Then:
(i) $L C_{q}(v)=(p-1) / 2$ if $p \equiv-3(\bmod q)$ and $x \equiv$ $-3(\bmod q)$;
(ii) $L C_{q}(v)=3(p-1) / 4+1$ if there exists $a \in \mathbb{Z}$ such that $p \equiv a^{2}(\bmod q), x \equiv\left(3 a^{2}-6 a+9\right) / 2 a(\bmod q)$, and $p \not \equiv-3(\bmod q)$;
(iii) $L C_{q}(v)=p-1$ if $p \equiv-3(\bmod q)$ and $x \not \equiv-3(\bmod$ q);
(iv) $L C_{q}(v)=p$ in other cases.

Our examples $q=7, p=109 ; q=5, p=101 ; q=11, p=$ 173 , and $q=13, p=37$ show that all the cases of Theorem 20 are possible.

Theorem 21: Let $\left\{v_{i}\right\}$ be defined by $(14), p \equiv 1(\bmod 8)$, and $p=x^{2}+4 y^{2}, x \equiv 1(\bmod 4)$. Then:
(i) $L C_{q}(v)=(p+3) / 4$ if $p \equiv 9(\bmod q)$ and $x \equiv$ $-3(\bmod q)$;
(ii) $L C_{q}(v)=3(p-1) / 4$ if there exists $a \in \mathbb{Z}$ such that $p \equiv a^{2}(\bmod q), x \equiv 2 a-3(\bmod q)$, and $p \not \equiv-3(\bmod q)$;
(iii) $L C_{q}(v)=3(p-1) / 4+1$ if there exists $a \in \mathbb{Z}$ such that $p \equiv a^{2}(\bmod q), x \equiv\left(a^{2}-6 a-9\right) / 2 a(\bmod q)$, and $p \not \equiv-3(\bmod q)$;
(iv) $L C_{q}(v)=p-1$ if $p \equiv-3(\bmod q)$ and $x \not \equiv-3(\bmod$ $q$ );
(v) $L C_{q}(v)=p$ in other cases.

Here we can confirm the results of Theorem 21 by the following examples: $q=5, p=409 ; q=7, p=193 ; q=$ 11,$193 ; q=5, p=17$, and $q=13, p=17$.

The statements of Theorems 20, 21 may be proved similarly to Theorem 17, 21.

## VI. Note about the balanced biquadratic SEQUENCES

Let $q>3$. We consider a sequence defined by

$$
s_{i}= \begin{cases}0, & \text { if } i \in H_{0}^{(4)} \cup\{0\}  \tag{15}\\ 1, & \text { if } i \bmod p \in H_{1}^{(4)} \\ 2, & \text { if } i \bmod p \in H_{2}^{(4)} \\ 3, & \text { if } i \bmod p \in H_{3}^{(4)}\end{cases}
$$

Theorem 22: Let $\left\{s_{i}\right\}$ be defined by (15) and $\left(\frac{p}{q}\right)=-1$. Then $L C_{q}(s)=p$.

Proof: Assume the converse that $L C_{q}(s)<p$. By definition, $S(1)=3(p-1) / 2$, so that there exist $v: S\left(\alpha^{v}\right)=$ $0,1 \leq v<N$. We can assume without loss of generality that $v=1$.

By the law of quadratic reciprocity we have

$$
\left(\frac{q}{p}\right)=(-1)^{\frac{p-1}{2} \frac{q-1}{2}}\left(\frac{p}{q}\right)
$$

Since $p \equiv 1(\bmod 4)$, it follows that $\left(\frac{q}{p}\right)=-1$ and $q \notin$ $H_{0}^{(4)} \cup H_{2}^{(4)}$. Thus, $q \in H_{k}^{(4)}, k=1,3$ and
$0=S^{q}(\alpha)=S\left(\alpha^{q}\right)=S_{4}\left(\alpha^{\theta^{k+1}}\right)+2 S_{4}\left(\alpha^{\theta^{k+2}}\right)+3 S_{4}\left(\alpha^{\theta^{k+3}}\right)$.
We consider two cases.
(i) Suppose $q \in H_{1}^{(4)}$; then $S_{4}^{q}\left(\alpha^{j}\right)=S_{4}\left(\alpha^{\theta j}\right)$ and by (16) we have

$$
\left\{\begin{array}{l}
S_{4}\left(\alpha^{\theta}\right)+2 S_{4}\left(\alpha^{\theta^{2}}\right)+3 S_{4}\left(\alpha^{\theta^{3}}\right)=0 \\
S_{4}\left(\alpha^{\theta^{2}}\right)+2 S_{4}\left(\alpha^{\theta^{3}}\right)+3 S_{4}(\alpha)=0
\end{array}\right.
$$

Subtracting we get $S_{4}\left(\alpha^{\theta}\right)+S_{4}\left(\alpha^{\theta^{2}}\right)+S_{4}\left(\alpha^{\theta^{3}}\right)-3 S_{4}(\alpha)=0$ or $S_{4}(\alpha)=-1 / 4$ by (3). Therefore, since $S_{4}(\alpha)$ is a root of $w^{2}-S_{2}(\alpha) w+S_{2}(\alpha)(x-1) / 4+(3 p-1+2 x) / 16$ we obtain that $S_{2}(\alpha) \in \mathbb{F}_{q}$. And we have a contradiction with Corollary 6.
(ii) Let $q \in H_{3}^{(4)}$. In this case this theorem may be proved similarly as for $q \in H_{1}^{(4)}$.

The results of direct computing of the linear complexity by Berlekamp-Massey algorithm for $3 \leq q \leq 13,5 \leq p \leq 6000$ confirm the results of Theorems 17-22.

## VII. CONCLUSION

We investigate the linear complexity and the minimal polynomial of the series of cyclotomic sequences of order three and four over the finite fields of different orders. In particular, we find the linear complexity and the minimal polynomial of the characteristic sequence of cubic residue class and biquadratic residue class and balanced cyclotomic sequences of order three.

Some analytical results giving the estimate of the designed distance of the cyclic codes based on the series of cyclotomic sequences of order four were proved in [2], [4], [9]. It may be interesting to study the cyclic codes based on sequences considered along the recent works.
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